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bootc Upstream
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Milestones
● High velocity: 26 releases
● November ‘24 APIs declared stable
● CNCF Sandbox contribution
● Legit upstream docs and getting started 

guides

Adoption Stats:
● Lots of derivative distros
● Consolidation point for rpm-ostree variants.
● Matrix members? ~183



Base images
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● Fedora & Red Hat derivatives well covered

○ quay.io/fedora/fedora-bootc:42
○ quay.io/centos-bootc/centos-bootc:stream10
○ registry.redhat.io/rhel10/rhel-bootc:10.0

● Ongoing work on others (Arch, Debian etc.); one pain point is bootloaders

● Aiming to make bootc a first-class citizen native to the OS/distro; 

versioning, testing etc



Images from scratch
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▸ Can build from pinned RPM versions

▸ Also, new rechunk operation

▸ Ongoing work on non-Fedora derivatives!  

▸ Base image acts as a builder for new base images!

▸ Can work in a familiar dockerfile multi-stage build

▸ Content sets: minimal & standard
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A/B booting of container images

bootc

bootc upgrade
Download and stage an updated container image. 

○ Automatic updates on by default. Configurable 
using bootc-fetch-apply-updates.timer

bootc rollback
Rollback to the previous state. Staged updates are 
discarded

bootc switch
Change to a different reference image

bootc install
Install container image to-disk or to-filesystem 

● Man page
● https://github.com/containers/bootc 
● https://github.com/containers/podman-desktop-extension-bootc 

Image mode for RHEL

https://containers.github.io/bootc/man/bootc.html
https://github.com/containers/bootc
https://github.com/containers/podman-desktop-extension-bootc


Fedora CoreOS & Atomic Desktops
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Build smarter. Run smoother.

GitOps at the OS-level

Rule #1: All changes happen in the repo. Period!
Fight the temptation to vim that config file! 

Rule #2: Time-based models are your best friend
Outage windows can be difficult to negotiate and coordinate. Only play 
this game where absolutely necessary, for everything else only 
schedule regular reboots.

Rule #3: Build early and often
Just because an image is built doesn’t mean we have to ship it, or apply 
it. Building early gets us ahead of CVEs!

Rule #4: Trust your pipelines and auto-updates
Where appropriate, leverage end-2-end automation. Only use manual 
releases when absolutely required.

Template: https://github.com/redhat-cop/redhat-image-mode-actions/

Image mode for RHEL

GitOps Jumpstart

https://github.com/redhat-cop/redhat-image-mode-actions/
https://www.redhat.com/en/blog/jumpstart-gitops-image-mode


rhel9/rhel-bootc

rhel-soe-bootc

rhel-mssql-bootc

I see a new digest! …this old one 
can bite my shiny metal @$$

I see a new digest! …this old one 
can bite my shiny metal @$$

Image updates with Renovate Bot

bootc-fetch-apply-updates

FROM registry.redhat.io/rhel9/rhel-bootc@sha256:a7aabe61cc7a52ed

sha256:e5e1c74d165
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CI pipelines used for apps now work with the OS

Validating OS updates has never been easier

Test/validate as a container
Bootc images are deployed as bare metal or VMs, but we can also run 
and test them as containers. This enables faster and lighter weight 
testing/validation of each build’s userspace. 

Easy pipeline integration
Containers have broad support across Github, Gitlab, Gitea, Circle CI, 
Jenkins, etc for the common container related tasks and testing. Use 
any system you like..

Simple promotion through registry tagging
Tags are a powerful tool to identify dev → test → prod promotions. 

Image mode for RHEL

Build Pull Image

Run Tests

Result Promote
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I’m skeptical. Show me!
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Where does image mode fit today?

Use Cases

AI/ML Stacks 1:1 App/Host Edge appliances Standalone container 
hosts

Perfectly version app 
dependencies from 

kernel, GPU & 
accelerator drivers, 

frameworks, 
runtimes, etc

Manage the OS AND 
app as a single unit

Easily manage a fleet 
of systems with 
registries and 
auto-updates

Use common 
toolchains and 

pipelines to build 
containerized 

applications and the 
hosting OS

Image mode for RHEL

Use Cases Blog



Get involved:  
Forum https://discussion.fedoraproject.org/tag/bootc-initiative
Matrix https://matrix.to/#/#bootc:fedoraproject.org

Images:
quay.io/fedora/fedora-bootc:42
quay.io/centos-bootc/centos-bootc:stream10

Projects:
https://podman-desktop.io/
projectbluefin.io

Thank you!

https://discussion.fedoraproject.org/tag/bootc-initiative
http://quay.io/fedora/fedora-bootc:40
https://podman-desktop.io/
http://projectbluefin.io

